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Artificial Intelligence Laboratory

Reinforcement learning is a promising framework for generalizable robotics.



Excitement

ALPHAGO

[OpenAl 2019]

[Silver et al. 2016]
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Excitement

Reinforcement Learning Papers Accepted
to ICLR 2020

© reinforcement-learning
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Figure 1: Growth of published reinforcement learning papers. N . .
Shown are the number of RL-related publications (y-axis)
per year (x-axis) scraped from Google Scholar searches. 2 73 . 688 080
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https://www.endtoend.ai/blog/
iclr2020-rl/
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Are we done?

Sorta Insightful Reviews Projects Archive Research About [

Deep Reinforcement Learning Doesn't
Work Yet

June 24, 2018 note: If you want to cite an example from the past. please cite the paper which that
example came from. If you want ta cite the post as a whole, you can use the following BibTeX:

@nisc{rlblogpost,
title-(Deep Reinforcement Learning Doesn't Work Yet},
author={Irpan, Alex},
howpubli shed={ \ur1{ht
year=(2018}

</ fm.alexirpan. com/ 2018/02/14/r1-hard htm1}},

This mostly cites papers from Berkeley. Google Brain, DeepMind, and OpenAl from the: past few years.
because that work is most visible to me. I'm almost certainly missing stuff from older literature and other
Institutions, and for that | apologize - I'm just one guy. after ail

Introduction

Once, on Facebook, | made the following claim.

https://www.alexirpan.com/2018/02/14/r1-hard.html
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Problem: Sample complexity / learning speed

» 57 Atari games: takes
(18 million
frames) to reach a performance that
humans reach in 15 minutes of play.
» [Hessel ArXiv:1710.02298]
» FAIR EIf OpenGo v2: 20 million self-
play games. (2000 GPU for 14 days)
» [Tian arXiv:1902.04522]
» StarCraft: AlphaStar 200 years of
equivalent real-time play - -
» [Vinyals blog post 2019] . e
>0enl—\' . P e e . k7 M ' a
b 1% ofC Please Use the Q&A Tool to Submit Your Que
A Athtehithe it | SO i

https://ieeetv.ieee.org/conference-highlights/
self-supervised-learning-world-models-icra-2020

(See 11m00s in video)
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What is reinforcement learning?

A
(a) The Four Rooms Domain
State: (0,0)
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What is reinforcement learning?

A

(a) The Four Rooms Domain

Action: up
State: (0,1)
Reward: 0
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What is reinforcement learning?

A

(a) The Four Rooms Domain

Action: up
State: (1,1)
Reward: 0
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What is reinforcement learning?

(a) The Four Rooms Domain

Action: up
State: (1,2)
Reward: 0
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What is reinforcement learning?

(many time steps later . ..)
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What is reinforcement learning?

(a) The Four Rooms Domain

Action: right
State: (9,9)
Reward: 0
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What is reinforcement learning?

(a) The Four Rooms Domain

Action: right
State: (9, 10)
Reward: 0
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What is reinforcement learning?

I A

(a) The Four Rooms Domain

Action: up
State: (10, 10)
Reward: +1
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What is reinforcement learning?

(reset, try again)
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What is reinforcement learning?

A Objective: Find policy
(state-action mapping)

(a) The Four Rooms Domain

Action: up
State: (10, 10)
Reward: +1
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What is reinforcement learning?

A Objective: Find policy
(state-action mapping)

that maximizes
expected sum of rewards

(a) The Four Rooms Domain

Action: up
State: (10, 10)
Reward: +1
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IS
What is reinforcement learning?

A Objective: Find policy
(state-action mapping)

that maximizes
expected sum of rewards

Key issues:

» How good is +17

» Credit assignment

(a) The Four Rooms Domain » Sparse reward
Action: up » Exploration vs.
State: (10, 10) exploitation
Reward: +1
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Reinforcement learning is very general

o>



Thesis

Reinforcement learning is very general ; but
reinforcement learning algorithms are slow
because they are too general.

What additional guidance can we give RL agents
so they are more specific but useful?



Symmetry in RL and decision making

» Exploitation
Integrating symmetry into differentiable planning

» Opportunity
Robot navigation with coarse maps

» Exploration
Speculative wish list
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Symmetry in 2-D path-planning

- B

Find shortest path / optimal actions to the goal location (red)
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Symmetry in 2-D path-planning

M 9 M
© 90°
What does the [EEEEN
symmetry look
like? N
o

Linfeng Zhao et al. Integrating symmetry into
differentiable planning with steerable convolutions.
ICLR 2023.

-
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Symmetry in 2-D path-planning

M 9. M
© 90°
What does the s
symmetry look
like? N
They can be described by SymPlan(M )1 w ‘-—’ E lsym?lan(M )

Equivariance S

U 90° o (Plan(M)) = Plan(O 90° o M) 00
> 90°

Linfeng Zhao et al. Integrating symmetry into
differentiable planning with steerable convolutions.
ICLR 2023.
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Symmetric planning: Background

Fox & Long, Pochter et al., Domshlak
et al., Shleyfman et al., Sievers et al., QO

» Classical planning: Q/Q/

® Perform orbit search T ‘
Q
2

Figure from Shleyfman et al.
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Symmetric planning: Background

» Classical planning: Q/Q/

Fox & Long, Pochter et al., Domshlak
et al., Shleyfman et al., Sievers et al., QO

» Symmetries in MDPs:
Ravindran & Barto, Ravindran, Ferns
et al., Narayanamurthy & Ravindran, ‘
van der Pol et al,, ...

® Construct “quotient MDP”

® Perform orbit search v ‘
Q
2

Figure from Shleyfman et al.
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Symmetric planning: Background

Differentiable value iteration / planning algorithms:
Make planning algorithms fully differentiable

» Value iteration: Tamar et al., Niu et al., Lee et al., Xu et al., Chaplot et al.,
Deac et al,, ...

» Differentiable pIanning: Oh et al., Karkus et al., Weber et al., Srinivas et al.,
Schrittwieser et al., Amos & Yarats, Wang & Ba, Guez et al., Hafner et al., Pong

et al., Clavera et al., Hansen et al., ...

Bellman equation Learn R, P,
Y

Q(s,a) = R(s,a) + VZP(S/’S’ V(s Q> = R, + Conv2D(V, P,)

V(s) = max Q(s, a) V= max Q,
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Symmetric planning: Background

Differentiable value iteration / planning algorithms:
Make planning algorithms fully differentiable

» Value iteration: Tamar et al., Niu et al., Lee et al., Xu et al., Chaplot et al.,
Deac et al., ...

» Differentiable planning: Oh et al., Karkus et al., Weber et al., Srinivas et al.,
Schrittwieser et al., Amos & Yarats, Wang & Ba, Guez et al., Hafner et al., Pong

et al., Clavera et al., Hansen et al., ...

//—\Q“

M
mnufppvn ‘m - mR” ° ’mmwummx.
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Symmetry in 2-D path-planning: D,

B {5
[ ETH

Lawson L.S. Wong (Northeastern)

[} = = =
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B
Exploiting symmetry in 2-D path-planning

Every update is equivariant ‘ ' Entire planning is equivariant
— Local Equivariance — Global Equivariance
U 90° o V(M) =0 90° o T®[Vy] = T®[U 90° o V] = VI(U 90° o M)
® Use steerable convolution, equivariant to rotation and reflection:

2" =R + Convzo@* ;W) —V Q0 =Ra + StecrableConV; W)

Replace

Lawson L.S. Wong (Northeastern) Symmetry in Decision Making November 3, 2023 15 /44



Symmetric planning: SymVIN

K iteration
A

Ru +Px Vo maxQ R\, + Py Vi o softmax

=

©90° m trivial m = - Pq (showed pua) @p.\, : regular

R\t*”H*V« max(?;} R\, + Py x Vi o softmax

:{)

9. M g Vi 9- Q1 g-A

K iteration

Every pair is equivariant

We use steerable convolutions to integrate symmetry in VINs.
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Symmetric planning: Insights

representation
p(6) C

symmetry
group ®

signals X' (Q)

x(g7 )

g

|
T
ulwl
[ |

domain Q

f v,

—
© 90

R+1PrVe

Value Update

}
L

al: aWia
M

o

9V \

b
El-

9-Qx

o =
J

( 1: Represent (value) functions as “fields” ) { 2: Value iteration as convolution (network)}

Bronstein et al. (2021): Geometric Deep Learning: Grids, Groups, Graphs, Geodesics, and Gauges. arXiv.
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Symmetric planning: Bellman back-up

@@

Value Update

Symmetry in Decision Making



Symmetric planning: Theory

Theorem 1 (informal): Value iteration for path planning* is
equivariant to translation, rotation, and reflection

Theorem 2 (informal): Value iteration for path planning* is a form of
steerable convolution network™**

*: Path planning on 2D grid, an example of homogeneous spaces
*%*: Steerable CNN over grids, equivariant under induced representations

Cohen et al. (2017): Steerable CNNs, ICLR 2017
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Symmetric planning: Domains

Visualizefi ‘ Workspace r
Panoramic ~ To C-space
View -
—
End-to-end -‘
(4 Directions) Learned
(or by iterative

algorithm)

.
m:E

2D and Visual 2-DOF Manipulation
Maze Navigation In Workspace and C-space
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Symmetric planning: Efficient training

2D Maze Navigation

2-DOF Manipulation

1.0 1.0
408 408 /— odel
& & — VIN
506 model 506 —— SymVIN
g VIN 2 — GPPN
g oa s goa —— ConvGPPN

- ymVIN o onv
a GPPN 3 —— SymGPPN

0.2 ConvGPPN 0.2

SymGPPN
0.0
0 5 10 15 20 25 30 5 10 15 20 25 30
Epochs Epochs

® Training curves on 15x15 maps

® All networks use 3x3 filters, fixed 30 iterations (shared convolution layers)

® SymGPPN — recurrent version of VIN with steerable convolution

Lawson L.S. Wong (Northeastern)
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Symmetric planning: Higher success rates

Method Navigation Manipulation
(10K Data) | 15 x 15 28 x28 50 x 50 | Visual | 18 x 18 36 x 36 | Workspace
VIN 66.97 67.57 5792 | 50.83 77.82 84.32 80.44
SymVIN 98.99 98.14 86.20 | 95.50 99.98 99.36 91.10
GPPN 96.36 95.77 91.84 | 93.13 2.62 1.68 3.67
ConvGPPN 99.75 99.09 97.21 | 98.55 99.98 99.95 89.88
SymGPPN 99.98 99.86 9949 | 99.78 100.00 99.99 90.50
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Symmetric planning: Equivariance

Feed in M andU 90° o M Feed in M andU 90° o M

VIN output doesn’t satisfy equivariance SymVIN guarantees output is equivariant

Lawson L.S. Wong (Northeaster|
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Extension: Symmetric planning on graphs

Fen ©90° Plan Plan 90° Plan
a=south —=——————> g-a=east . a=(0,-1) ———————> g-a=(1,0)
SymVIN Ours

Linfeng Zhao*, Hongyu Li* et al. E(2)-equivariant

graph planning for navigation. In submission.
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Extension: Symmetric planning on graphs

x(,goal)(,obs) x,hy WP x,hg As
k
([ { J Iterations ( ] [ ]
MP MP
— —>
R? R? R? R?
Navigation Input M Value Map Vj, Q-Map Qy, Action Map IT
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Extension: Symmetric planning on graphs

Lawson L.S. Wong (Northeastern)

" =

1 ©90° € C4(< SO(2)) 1 ©90° € S0(2)

g()e n 1lift H
s A

50(2)
Pout = Pgiq
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Extension: Sampling-based symmetric planning

Input ,CTTTTTTTTI ST > Action
S0 I‘ A ao

Transformed
(Rotation)

Linfeng Zhao et al. Can Euclidean symmetry help in
reinforcement learning and planning? In submission.
See Linfeng’s poster!
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Symmetry in RL and decision making

» Exploitation
Integrating symmetry into differentiable planning

» Opportunity
Robot navigation with coarse maps

» Exploration
Speculative wish list
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Navigation

Figure 1: Views from a small 5 x 10 maze, a large 9 x 15 maze and an I-maze, with corresponding maze layouts
and sample agent trajectories. The mazes, which will be made public, have different textures and visual cues as

well as exploration rewards and goals (shown right).

Learning to navigate in complex environments [Mirowski et al. 2017]

Lawson L.S. Wong (Northeastern) Symmetry in Decision Making November 3, 2023



Navigation

Human expert (172)

— Human expert (106

00 02 04 06 08 10 02 04 06

28

(d) Random Goal maze (small) (e) Random Goal maze (large) (f) Random Goal maze (large): different formu-
lation of depth prediction

Figure 3: Rewards achieved by the agents on 5 different tasks: two static mazes (small and large) with fixed
goals, two static mazes with comparable layout but with dynamic goals and the I-maze. Results are averaged
over the top 5 random hyperparameters for each agent-task configuration. Star in the label indicates the use of
reward clipping. Please see text for more details.

Learning to navigate in complex environments [Mirowski et al. 2017]
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Navigation with a map
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Navigation with a map

Northeastern
[r— University

Lawson L.S. Wong (Northeastern) Symmetry in Decision Making November 3, 2023 / 44



Coarse map navigator

Input Coarse Map Navigator Environment
@

I,
) Image . ,
preprocessing Bayesian
iy

Filtering

Heuristic
Planner

Chengguang Xu et al. Hierarchical robot navigation in novel

environments using rough 2-D maps. CoRL 2020. !

Chengguang Xu et al. Robot navigation in unseen

environments using coarse maps. In submission.
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Coarse map navigator

Panoramic RGB view Local occupancy

Prediction GT
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Coarse map navigator

==

(C]
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Opportunities for leveraging symmetry

Coarse Map Navigator Environment
@

T
m Image . —
preprocessing Bayesian

Filtering

2-D Coarse Map

my
e el
Heuristic

O¢41
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Opportunities for leveraging symmetry

Panoramic RGB observation

Wi

GT local occ Pred local occ Coarse Map

*

GT local occ Pred local occ Coarse Map
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IS
Why does CMN work? Compositional generalization

<P AY) -

/ \ <|¥ (W, move right) | T®‘>
RAZIPNS

| Object Interchangeability | < To

Permutation Symmetry Sy "‘>

PR

<

»

1

K
=

b

{

RS

VA?4A

Linfeng Zhao et al. Toward compositional generalization in
object-oriented world modeling. ICML 2022.
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Following one high-level trajectory

Ondrej Biza et al. One-shot imitation learning via ‘ :

interaction warping. CoRL 2023.

“
B
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Following one high-level trajectory

A

Ondrej Biza et al. One-shot imitation learning

interaction warping. CoRL 2023.

via

Lawson L.S. Wong (Northeastern) Symmetry in Decision Making

£ |
November 3, 2023 37 /44



Following one high-level trajectory

siiled] [ [ F

warping model inferred scene grasp demo placement demo

v

observed point cloud

Lawson L.S. Wong (Northeastern)

- rasp
) P Vo Sp 'ty Ry prediction placement
EliE [PEED prediction
inference Vo Sy 1y R, >
A
Toee
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Symmetry in RL and decision making

» Exploitation
Integrating symmetry into differentiable planning

» Opportunity
Robot navigation with coarse maps

» Exploration
Speculative wish list
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Demonstration X symmetry

Single trajectory

Robust following
with reverse-time
model

y Y
N N G
/va

Jung Yeon Park & Wong. Robust imitation of a few
demonstrations with a backwards model. NeurlPS 2022.
See John’s poster! (on a different subject)
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Demonstration X symmetry

é/

s:'\f

A\
S

Single trajectory
\$]gz» —p p p mp e e = = (G N

fe
EA”

Robust following
with reverse-time
model

PO \N\N,\\ Y
Sho JeadS =

Generalizing funnels
with symmetry
Jung Yeon Park & Wong. Robust imitation of a few
demonstrations with a backwards model. NeurlPS 2022.
See John’s poster! (on a different subject)
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Symmetry discovery by demonstration

Discovering symmetry by demonstration:
Inferring reflection symmetry in cart-pole

-» 4 <
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The symmetry of (repeated) computation

Minimax values for Nim (1,1,2)
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Integrating symmetry into differentiable planning with steerable convolutions. ICLR 2023

E(2)-equivariant graph planning for navigation. In submission.

Can Euclidean symmetry be leveraged in RL and planning? In submission.

Hierarchical robot navigation in novel environments using rough 2-D maps. CoRL 2020.

Robot navigation in unseen environments using coarse maps. In submission.
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DIBS: Rate-Distortion Curve

A Time

Object-based world modeling Efficient state estimation

. Learning
S Task-relevant
State representations

02 o3
v

Fundamental limits of abstraction

My research agenda

1\
il ®

Learning to use existing abstractions

Identify and learn intermediate state representations
that enable effective robot learning and planning,
and therefore enable robot generalization.

Let's chat! 1sw@ccs.neu.edu



