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Problem: Find Robot Control Policy

Learn Control Policy:

Image, lidar, 
force, tactile, etc.

Control signal



  

Robotics Problems Often Have Geometric 
Structure



  

Symmetry In Transition Dynamics

Image:

Velocity:



  

Symmetry In Transition Dynamics



  

Translates to Policy Symmetries

Policy:

Policy Symmetry:



  

Symmetric MDPs Have Symmetric Optimal 
Vaue Functions and Policies

Hard code symmetries into solutions:

Wang, Walters, Platt, SO(2)-Equivariant Reinforcement Learning, ICLR 2022



  

Object Factored Symmetries



  

Object Factored Symmetries



  

Symmetries in SE(3)



  

Gameplan: Use escnn, e3nn, etc.



  

#1) Grasp Learning in SE(2)

Grasp pose

Depth image

Zhu, Wang, Biza, Su, Walters, Platt. Sample Efficient Grasp Learning Using Equivariant Models. RSS 2022



  

#1) Grasp Learning in SE(2)

Type of equivariance: as 
input image rotates, output 
image also rotates.

Type of equivariance: as 
input image rotates, output 
vector does circular shift.

Zhu, Wang, Biza, Su, Walters, Platt. Sample Efficient Grasp Learning Using Equivariant Models. RSS 2022



  

#1) Grasp Learning in SE(2)

600 grasps = 1 hr, 20 min



  

#1) Grasp Learning in SE(2)

opaque transparent



  

Equivariance via canonicalization

Input image



  

Data Augmentation
Input image Output grasp

8 SGD steps per grasp 
  -- each step is performed on a minibatch
  -- each frame in mb is translated/rotated

16 or 4 SGD steps per grasp 
  -- each step is performed on a 1/16 minibatch
  -- each frame in mb is augmented 16 times



  

#2) O(2) Equivariant SAC

Wang, Walters, Platt, SO(2)-Equivariant Reinforcement Learning, ICLR 2022
Wang, Jia, Zhu, Walters, Platt, On-Robot Policy Learning with O(2)-Equivariant SAC, arXiv preprint arXiv:220
3.04923.

https://arxiv.org/abs/2203.04439
https://arxiv.org/abs/2203.04923
https://arxiv.org/abs/2203.04923


  

#2) O(2) Equivariant SAC

Wang, Walters, Platt, SO(2)-Equivariant Reinforcement Learning, ICLR 2022
Wang, Jia, Zhu, Walters, Platt, On-Robot Policy Learning with O(2)-Equivariant SAC, arXiv preprint arXiv:220
3.04923.

Actor Critic

https://arxiv.org/abs/2203.04439
https://arxiv.org/abs/2203.04923
https://arxiv.org/abs/2203.04923


  

#2) O(2) Equivariant SAC

Wang, Walters, Platt, SO(2)-Equivariant Reinforcement Learning, ICLR 2022
Wang, Jia, Zhu, Walters, Platt, On-Robot Policy Learning with O(2)-Equivariant SAC, CoRL 2022



  

#2) O(2) Equivariant SAC

Wang, Walters, Platt, SO(2)-Equivariant Reinforcement Learning, ICLR 2022
Wang, Jia, Zhu, Walters, Platt, On-Robot Policy Learning with O(2)-Equivariant SAC, CoRL 2022



  

#2) O(2) Equivariant SAC



  

#2) O(2) Equivariant SAC



  

#3) O(2) Equivariant IL

Jia et al., SEIL: Simulation-augmented Equivariant Imitation Learning, ICRA 2023



  

#3) O(2) Equivariant IL

Jia et al., SEIL: Simulation-augmented Equivariant Imitation Learning, ICRA 2023



  

#4) Pick and Place

Demonstration

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022

Control Policy



  

#4) Pick and Place

Equivariant over both pick and place pose:

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022



  

#4) Pick and Place

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022



  

#4) Pick and Place

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022



  

#4) Pick and Place

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022



  

#4) Pick and Place

Huang, Wang, Walters, Platt, Equivariant Transporter Network, RSS 2022



  

#5) Symmetry Mismatch

Model symmetry matches 
domain symmetry

Model symmetry does not 
match domain symmetry



  

#5) Symmetry Mismatch

Model symmetry matches 
domain symmetry

Model symmetry does not 
match domain symmetry



  

#5) Symmetry Mismatch

Wang, et al., ICLR 2023; Wang, et al., ICML submission



  

#6) Force Feedback

Force + Joint Angles + Vision

Joint Angles + Vision

Vision



  

#6) Force Feedback

Force + Joint Angles + Vision

Joint Angles + Vision

Vision

Imperfect symmetries 
are essential here!



  

#6) Force Feedback



  

Perspective

Model Based

Detect 
objects

Populate 
model

Model Based
Planner

Control
Policy

Action

Images

Model Free

Powerful, but makes 
a lot of assumptions

Robust, but hard to 
scale up



  

Perspective

Model Based

Detect 
objects

Populate 
model

Model Based
Planner

Control
Policy

Action

Images

Model Free

Powerful, but makes 
a lot of assumptions

Robust, but hard to 
scale up

Example: YODO

Wen, Lian, Bekris, Schaal, You Only Demonstrate Once: 
Category-Level Manipulation from Single Visual Demonstration, 
RSS 2022 Best Paper



  

Perspective

Model Based

Detect 
objects

Populate 
model

Model Based
Planner

Control
Policy

Action

Images

Model Free

Powerful, but makes 
a lot of assumptions

Robust, but hard to 
scale up

Example: OpenAI Baselines

Plappert et al., Multi-Goal Reinforcement Learning: Challenging 
Robotics Environments and Request for Research, ArXiv 2018



  

Perspective

Model Based

Detect 
objects

Populate 
model

Model Based
Planner

Control
Policy

Action

Images

Model Free

?

A few dozen parameters Millions of parametersA few thousand parameters?



  

Perspective

Model Based

Detect 
objects

Populate 
model

Model Based
Planner

Control
Policy

Action

Images

Model Free

A few dozen parameters Millions of parameters

Symmetric 
policies

Constrained 
Model Free
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